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Lecture 32
Lecture date: Nov 9, 2007 Scribe: Guy Bresler

1 Matrix Norms

In this lecture we prove central limit theorems for functions of a random matrix with
Gaussian entries. We begin by reviewing two matrix norms, and some basic properties and
inequalities.

1. Suppose A is a n x n real matrix. The operator norm of A is defined as

JA = sup [Az], «eR".

lal=1

||A|| =\ )‘maX(ATA)a

where Apax (M) is the maximum eigenvalue of the matrix M.

Alternatively,

Basic properties include:

1A+ Bl < Al +[|B]
lecAll = |af[| Al
IABI| < [|A[]IBII

2. The Hilbert Schmidt (alternatively called the Schur, Euclidean, Frobenius) norm is
defined as
[ Allus = Za?j Y Tr(ATA).
Y]

Clearly,

| Allns = v/sum of eigenvalues of ATA,

which implies that
Al < [[Allus < VnllA]-

Of course, || A||us also satisfies the usual properties of a norm.

Proposition 1 The following inequality holds:
[AB| s < [[ANll| Bl|s-
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Proof: Let b1,...,b, denote the columns of B. Then

IABIZs = > 14b:]1* < Y IIAIPI:]1> = Al 1B
=1 =1
a

3. A simple matrix inequality follows from the Cauchy-Schwarz inequality:

[ Te(AB)| =) aijbji < || Allus| Bllus-

1,J
4. Combining the proposition above with observation 3 gives the inequality

| Tr(ACBD)| < [|AC[us| BD|lus < [|ANIBINClsss[| Dllsss-

More generally, it holds that

| Te(ArAg .., Ap)l < || Aillas ]| A5 llus T 11AuI-
I£i,5

Next, recall the theorem from last lecture:

Theorem 2 Let X1,..., X}, be i.i.d. N(0,1) random variables. Let f € C*(R™) and W =
f(X) with EW =0. Then

V10

v (E(V), N(0,0%) < V37 (B Hess £(X)]|'BIV S (0)1)+.

We will use this theorem to study the Gaussian random matrix.

2 CLT for Tr(A*)

Suppose
1
A= ﬁ(Xij)lgi,jgNa

where X; b N(0,1). Fix a positive integer k. We would like a CLT for Tr(A¥).

To begin, note that

1
Tr(Ak) = NEk/2 Z XitinXiniz - - Xig_1,ip Xigin - (1)

1<y, iz, ik <N

It turns out that the usual dependency graph theorem fails for k > 3, so a more powerful
method must be used.
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Exercise 3 Find a dependency graph theorem that works for all k.

In order to apply Theorem 2, we identify
X = (X117X127 O 7X1k’7X217X22a e 7XNN) 3

and f(X) = Tr(A*). Now

k—1
OF _my( 2 ary @y (Z Ar—a&4 A’H—T) © gy <§A AH) , (2)
.
r=0

i i ij i)
where (a) follows from the fact that for two matrices A and B, %AB = %B + A%—f, and
(b) from moving the trace inside the sum and using Tr(AB) = Tr(BA). But
0A 1 T
= ——eiej ,
dzi; /N 7

where e; is the ith standard basis vector, i.e. the vector of all zeros with a 1 in the ith
position.

Thus
of k T gk—1
= —— Tr(e;e; A
oy~ N (e e )
k _
= 7% Tr(e] A" 'e;)
k _
= (4",

This allows us to calculate
af \? k2
X2:§ :—E Ak=1)2.

_ k,2 Ak—l 2

= 1A s (3)
]{72

< —

- N

< k;2||A”2(k71)

NIl A®2

Lemma 4
E[[A|P < C(p) Vp€Zy,

where C(p) is a constant independent of N.
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Proof: The proof is essentially as follows. For a positive definite random matrix B, || B|| =
Amax(B). Thus

Puax < (BARE)Y™  for any m

< (ETx(BP™)/m™

E|B|? =EN,

Now let m — oo suitably with N.O

This shows that ||[Vf(X)|?> = O(1), and hence the Poincaré inequality implies that
Var(f(X)) = O(1).

Exercise 5 Show that any two terms in the sum of equation (1) have non-negative covari-
ance.

The exercise implies that

Var(f o ZVar i Xiniy) > C(k) > 0.

Recalling the result of Theorem 2,

dry (L(W),N(0,0%)) < Y5~ (E| Hess f(X)|*E|V.f(X)|*)7

I
o

we see that 0 = Var(f(X)) > C(k) and from equation (3) and the fact noted above,
E|Vf(X)||? < C(k). Therefore it remains only to show that E| Hess f(X)||* — 0 in order
to prove the desired central limit theorem.

0A _ 0 ((‘MAk 1>
a:EZ'j 8:1,‘”

We have

and

2
o4 =kTr Akf’”*2 .
0% pqxij 8:0,] 8qu

Fact about matrix norms: If A is a symmetric, real matrix then

|Al= sup |27 Ayl
lzl|=yl|=1

Now, Hess f(X) is an N? x N2 symmetric, real matrix:

| Hess f(X)]| = sup ZCZJ P4 D ZCU—Ideq—l
:Umaqu

1jpq
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Let C = (¢;5) and D = (dpq) be two matrices with ||C|lus = ||D|lus = 1. Fix 0 <r <k — 2.
Then

0A , 0A ., o, 1 - oy 1 , oy
Zcz‘jdquT (%A o AF2 > = Zcijdpq Tr(eieJTA epegAk =y = N Tr(CA"DAF27T)
iipa ij Pq

where we used the fact that > CijeieJT = (' and similarly for D.

Now
| Te(CA"DAM2") [ < (LA 72 Cllus | Dllus = A2
e (k= 1))+
k(k—1 -
| Hess f(X) | < =5
Combining, we get the desired result:
C(k)

drv (Tr(AF), N (0,0%)) <
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